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ABSTRACT

The focal problem of this study is to invastiéate
the causality direction.éf influence. between money
supply and GNP, and between money supply and the price
level, both GNP and the price level as indicators of
economic activity ini Nigeria. Previous empirical
studies have made use of correlation analysis. This is
questionable because the finding of‘a'high correlation
among variates does ﬁot_in any necessary sense establish
that they are causally related. The present studyAuses
test of causationkoriginally devised by Granger (1969)
and later varied-;hd applied in a_study by Si$;~§1972)
to determine the direction of causation between money
supply and these measures of economic activity in
Nigeria. It also tests whefhér feedback of any kind is
occdfring between the variables.. . ' -

The'gtgdy relies on time series data for the period,
197071988.‘ Two meééu:es of money.s,upply‘(M1 and Mz),are
used, thus making it possible to test the"influence_of
the different components of money supply on economic
activity. |

It is found that changes in money supply lead to



ix

changes in the level of prices. The empirical results
also show that feedback exists from the price level ¢o.
money supply. This indicates that part of Nigeria's
inflation can be traced to changes in quantity of money.
The study also shaws that the different components of
money  supply (M1 and M2) affect GNP in._different direc-
tions. The empirical findings are further applied to

a number of empirical and theoretical issues: the
influence of the structure of the economy, the exogenity
of money supply, explapnation for °'wrongly' signed co-
efficients in regression models.

The evidence from this. study points to the fact
that the conduct of-monetary policy aimed at influencing
the composition of output. or fhe level of prices in a
deveioping economy such as. Nigeria chéracterized by
structural rigidities and some other imperfections may

be an ardous task.



INTRODUCTION

"It has become conventional in. a number of countries
that the rate of growth of money supply must be controlled
to achieve economic stability and growth. Thus the
authorities state money supply targets which broadly cor-
respond to the inflation rate plus the. rate of growth of
output which they arglaiming at, The presumption is that
the level of output and the rate of inflation are always
and everywhere a monetary phenomenon.

In Nigeria, monetary policy over the years was Aimed
at festricting the rate of monetary expanéibn in support
of measures aimed at containing infl#£ion, and expanding
money supply in pursuit of increases in output. It is
widéiy believed that a tight monetary policy impedes
economic growth while an easy monetary policy helps
acceierate growth. On the other hand, a rapid'monetary
expansion, it is argued causes a high rate of inflation.
ihus moderation in the rate of monetary expansion has
been a main feature of Nigeria's growth strategy since
the 1970s.-

In 1980 for instance, the Government in a bid to



expand the level of economic activity, increased money
supply by 48.6 per cent, compared to the 20.8 per ceht
increase in 1979, Rather than.impraoving, the tempo of
economic activity decelerated. _The overall level _of out=-
put which improved significantly in 1979 viftually stag-
nated in 1980 (CBN, Annual Report, 1980). In 1981, the
annual average rate of inflation measured by the composite
consumer price index (C,P.I.), rose by 30.8 per cent com=-
pared to a rise of 9.9 per cent.in 1980, when actually the
- level of money supply slowed down.considerably in 1981.
Also in 1982, money. supply increasedtphenomenally‘but the
GNP fell when compéred to 1981. Similarly in 1984, money
supply increased by 8.2 per cent compared to 1983 but the
estimated GNP which although declined by 6.4 pér cent in
1983 fell further by 0,6 per cent in 1984, 1In. 1989,
inflation escalated into double=digits with the C.P.I.
averaging 47 per cent, the tight money policy‘nthith—
Standihg. i
The bizarre behaviour of the GNP and consumer price.

index (C.P.I.) in no way corresponded to the behaviour of



money supply in Nigeria. The familjiar relationship that
had characterized prior experience simply disappeared,
leading to chronic instabilities in the money-GNP, and
money-C.P.I relationships. -

It therefore follows, that the quantitative rela-
tionship connecting GNP and price movements.to the growth
of money stock in Nigeria which has been the chief focus
of monetary policy over the years was indeed absurd.

Thus experience ought to be teaching us that egbnomists
can no longer focus exclusively on money supply as a
panacea for changes in output and the price level. The

reverse cauéation'which can also exist is often ignored.

1c1 STATEMENT OF PROBLEM

.There 'is a long tradition of association _between
money supply and GNP, and between money supply and the
price level. Economists who emphasize this connection
uphold a modern version of the quantity theory of honey,
thé monetarism. Leading monetarists like Milton _Friedman
have claimed that changes in money supply are the principal
cause of changes in egqnomic activity. 1In subport of

this position, Friedman and his associates have marshalled



an imposing volume of evidence of several kindg'explain-
ing the moneya—economic_activity causal nexus. 1In a
series of articles usiné the U.S. and other developed
economies as their base, Friedman and. Schwartz (1963),
Friedman and Miseleman (1963) claim that increases in
money supply lead to inéreases”in output and priceg°

They belleve that money does matter and matters very much,
and that changes in the quantity of money have important
and broadly predictable economic effects...

Consequently, developing countries have adopted this
orthodox monetarist approach.and have consistently relied
on manipulations of money supply to achieve economic
stabllity and growth. Thus what occupied most of the
literature in these developing countries was the length
of the lag in the effect of monetary policy; and its
comparison with'fiscal poliéy. . Little attention was._
directed towards finding out whether the role of money in
a developed economy such as the U.S., is essentially the
same as in less developed ongs..

In Nigerla, monetary policy circulars specified the

permissible growth rates of money supply aimed at achiev-



ing economic growth and stability. There have also been
various loan schemes aimed. at stimulating productivity by
providing high powered money. The Agricultural Credit
Guarantee Scheme, Development and Co-operative Banks
Credit Scheme are useful examples.~ Their objectives .
have remained largely unachieved. .The establishment of
the Peoplegts Bank, the Graduate Loan Scheme, the National
Economic Reconstruction Fund, the African_Development
Bank (ADB), ﬁxport Stimulation. lLoan Scheme;,; inter alia,
are iﬁdicatiﬁe of the newly inspired-vision of accelerated
growth through increases in money supply. Money supply.
is also seen as one of the crucial factors governing the
price levei. . - -
Considering the peculiar characteristics and the
structure of the economy of less developed countries vis-
a~-vis the developed countries, accepting that changes in
money éupply causes changes in GNP or price level may be
slightly deceptive. .Most developing economies have a
small modern sector, no-capital goods sector and a high
marginal propensity to impart. Ajayi (1978) believes

that given the high marginal propensity to import in



Nigeria and the limitation of productive investment,
expansion of money supply or credit may .not necessarily
result in substantial increases in domestic production.
All that may happen is that the increases may be used to
procure foreign goods and services. Moreover, granted
the poor investment sensitivity to moﬁey supply in
Nigeria, increases in money supply may not lead to
increases in output. Onoh (1982). contends that the moné-
tarist assertion has very little application in the
African economies which cannot be described by any
standard as being fully_ employed. He asserts that African
economies still depend to a large extent on advanced
countries for most of their imports of consumer and
capital godds. gihus the domestic prices of these goods. .
are influenced not only by the domestic increése in money
supply but by variations in the variables of the indus-
trialized economies from where they were imported.
Furthermore, recent theoretical work in monetary
economics has gone inpto the open economy case suggesting
that the role of money may be substantially different in

such economies. Jonson (1976) argues that the monetary



approach to the Balance of Payment presents powerful .
reason why reverse causation is likely to _be particularly
important in small open economies. _He .suggests that any
influence of domestic monetary,disturbance”onwprices or
income will be a strictly disequilibrium phenomenam.. . .
Benneth and Bafth (1974) believe that. the..role of money
in an open economy is . likely.to be different because_the
use of monetary policy for.domestichpurposes”ismcircum— .
scribed by interest-sensitive inte;national capital;flows;
Nigeria is neither a closed. economy as the U.S.,. nor as
open as that of Canada but as Ajayi (1978) _puts. it, "it
is somewhere in between the two" in terms.of the ratio..
of exports to .total domestidioutput.-@Nwankwo_(1285) has
provided evidence to show. that.the opennesscof the “
Nigerian economy has grown phénomenally as_shown by the_
‘import-GDP, export-GDP and"import-plhsiexportngB“erioso
| An implication is that_the form and direction of_ . .
causality relationship do._depend_on institutional context.
and the monetarist results.in the U.S. do not have.a.

genera;_validity in all economies. This has necessitated

X



- 7 -

"an interest in this research in Nigeria.

In addition,.developing countries have continuously
misconstrued the finding of a statistical association
between money supply and. economic activity indicators to
mean that money supply causes changes in economic activity.
Thus evidence of such linear associations in these
countries has been interpreted as money causing changes
in economic activity. . However, it is now widely recog-
nised that no deéree of positive association between
money and measures of economic activity can prove that
variation in money supply causes variation in, say, GNP.
Money might equally react passively and reliably to
fluctuatidns in economic activity (Cargil (1979), Denburg
(’1960)p Pierce and Haugh (1977)s Davidson and Wientrub
(1973) have argued that the identification of correlation
with causation violates careful econometric usage and
evades the profound cognitive issues. Apparently, this
confusion is perpetuateq by studenté of the monetarist
school. |

More sophisticated auto regression methods capable
of detecting causality should be employed to generate
conclusions devoid of skepticism. Both Granger (1969)
and Sims (1972) have described the statistical theory

that can be used to construct - tests of causal pattern



within a bivariate system. Sims (1972) employed this
method to determine the causal link between stock of
money and GNP using quarterly data for the U.S. economy.
The same method has been applied to other countries to
produce results that are sufficiently varied.

fhus the fécal problem this research addresses itself,

is to investigate the.tausality‘direction of influence
between money supply and GNP, and between money supply and
the price level in Nigeria. In a bid to achieve this
objective, the relationship. between mdney supply and

these macroeconomic indicators will be explicitly and
empirically examined. The basic questions to be anéwered
are:

1. Are fluctuations in these macroeconomic
-indicators the cause or the result of fluc-
tuations in money.supply? 4Put differently,
is the direction of influence from money
supply to these indicators or from these
macroeconomic indicators ta money supply?

2. Is causation bi-directional implying reci-

procal causation?



1.2 OBJECTIVES OF THE STUDY

The sﬁudy will be carried out with the following
objectives in minds
i. To empirically find out the.direction of S
causality between money supply and GNP in
Nigeria. |
ii. To empirically find out the direction of
causality between money supply and price

level in Nigeria.

1.3 IMPORTANCE OF THE SITUDY

| This research._is important for several reasons.
Firstly, it intends to empirically validate or other-
wise invalidate the apriori assumption regarding the
-exlstence of causal relationship_between money supply
and GNP, and between money supply and consumer price index
(C.P.I;) in Nigefiaa More importantly, testing the two
hypotheses that there is a ;onsistent unidirectional
patterh of causation which runs from the stoék of money
to both GNP and C.P.I. can provide empirical insight
into the monetarist view of the role of money in the

economy, and in particular, Friedmans view of the mone-
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tary mechanism. This will have important implications
for the conduct of monetary policy in Nigeria.

The establishment of a causal pattern has other
far reaching implications for economic growth and other
policy strategies. If there is a definite unidirectional
causality from money supply to GNP, then output gnd the
standard of living can be raised by manipulating money
supply. This may provide support for Government's recent
ihtroduction of the Peoples Bank aimed at extending high
powered money to the grassroot. Also, if causality is |
from money supply to consumer price index in Nigeria,
then inflationary pressures could. be curbed by curtail-
ing the rate of monetary expansion. This also supports
the early quantity theorist doctrine, that a change in
the quantity of_money produces a proportionate change
in the general price level. It may equally explain the
recent measures taken by the Central Bank of Nigeria to
mop up excess liquidity in the economy in order to reduce
the growth ratée of inflation. |

If the causative process is of the opposite direc-

tion, for example, from GNP to money supply, it will imply



that the only concern of the federal authorities should
be to meet the needs of trade. This therefore puts to
question, the role of money and the efficécy of monetary
policy. Similarly, if the causative process is from
consumer price index to money supply, then inflationary
trend in Nigeria should be related to other factors
beyond the money supply processe.

On the other hand, if causality 1is actually bi-
directional implying reciprocal causation, then the
Government could adopt any of the options to stimulate
growth and to ensure stability. However, if there is no
definite causality between money supply and GNP, and
between money supply and C.P.I., then alternative policy
instruments rather than money supply per se should be
adopted to enhance economic stability and growth.

1.4 LIMITATIONS AND PERIOD OF THE STUDY

The felationship between money supply, prices and
the GNP are investigated using quarterly and annual data.
In constructing the quarterly model, data constraints
make it impossible to go beyond money supply and the

price variables. However, for the annual models it is



possible to include those variables which are not avail-
able on a quarterly basis.
The study covers the eighteen year period 1970-1988.

1.5 ORGANIZATION OF THE RESEARCH

Chapter one treats the statement of problem and the
importance of the study. It also highlights the limita-
tions of the study and states the period covered by the
s£udyo A critical survey of literature which is divided
between the theoretical and empirical review is taken in
chaﬁter two. A brief study of the role of money supply
in Nigeria is discussed'and also the hypotheses guiding
the study are all bresented in chapter two. Chapter
fhree presents the theoretical framework. Chapter four
oﬁtlines the methodology adoptedwiﬁ the research.
Alternative methods of carrying out the research are also
examined in this chapter. The fifth chapter presents
the regression results and the various statistical tests
of significance. The working hypotheses are also evaluated.
Chapter six and seven discuss both the implications of the

result and the summary of the study respectively.



CHAPTER TWO

LITERATURE REVIEW

The role that money plays in economic activity has
always attracted the attention of economists. The
longest held theory of this role is the quantity theory,
of which there have been many versions, but all sharing
an insistence on the importance of money supply and most
streséing a causal relationship running from the quantity
of money to the level of prices. According to the early
quantity theorists, the principal thrust of a change in
the quantity of money is to cause a proportionate change
in the level of prices. This assertion dominated earlier
economic thinking.

The great depreséion of the 193Qs, however, radi-
cally changed economic attitudes. During that time, there
was no stable relationship between changes in the money
stock and chahges in the price level. In the United
States, the failure of the federal reserve system to
stem the depression was widely interpreted to mean that
monetary factors were not crifical and the real factors
were the key to economic stabilization. The emergence of
the Keyhesian model ushered in a shift away from

monetary £f a ¢c t o r s as cause and explana-



tions of changes in economic activity and a shift towards
non-monetary factors such as changes in consumption and
investment as primary forces determining economic activity.
~ Consequently, monetary policy was dragged dan from the
position of honour that it occupied as a result of Keynes
criticisms. It lost all its prestige and had been given
up as an economic policy instrument, since it was
increasingly argued that monetary policy was useless in
bringing about economic growth and price stability. The
new belief then, was that, "mopney did not matter", and
its only role was the minor one of keeping interest rates
low, in order to hold down interest payments in the
government budget, and may be stimulate investment a bit
to assist government spending in maintaining a high level
of aggregate demand (Friedman, 1969:96).

However, by the mid-1950s a reaction set in. Sup-
porters of monetary poliéy pleaded that it was unwise to
regard monetary policy as generally ineffective on the
basis of the analysis of the thirties.. Those who still
believed in the efficacy of monetary pélicy undertook

serious researches to test the effectiveness of monetary
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policy. These research studies clearly show that "money
does matter". 1In 'the revival of monetary theory, the
contributions of Milton Friedman, his collaborators,
students and other followers of the chicago school have
been very important. Such questions as, how important
is money supply as a determinant of the level of output
and prices have been addressed. This formed the new
monetarist thinking, called monetarism. Monetarism
emphasizes the importance of the behaviour of the money
stock in determining the rate of inflation and the
behaviour of GNP. It insists that changes in the growth
rate of money, accelerations and declerations, account
for changes in economic activity. |

Two important studies that have had an impact. by
pfoviding evidenée on the importance of money and mone-
tary policy are those by Friedman and Schwartz (1963) and,
Friedman and Meiselman (1963). These two studies stimu-
lated a lot of interest in the role of money in an
economy. Thus, they are discussed below.

The Friedman—Schwartz Study

As part of their massive study of the role of money
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in the United States economy, from 1876-1960,. Friedman
and Schwartz examined the statistical relationship
between changes in money supply and a general measure
of economic activity. The measures of economic activity
used were the turning points in the general business
_activity. Friedman and Schwartz compared the growth
rate of money supply to the change in economic activity
represented by the business cycle turning points and
reached the following conclusions:
1. The amplitude of changes in the money supply

were closely associated with the magnitude

of the business cycle. Minor fluctuations

in economic activity were associated with

minor fluctuations in the growth rate:of

money supply whereas major changes in econo-

mic activity were associated with major

changes in the growth of moneye.

2. Changes in money supply preceded the change
in business for all the major economic
fluctuations. The average lead of the change

in money, or as commonly stated, the average
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lag in the effect of change in money was 12
months for increases in the growth of money
and 16 months. for decreases in the growth of
money.

3. Even though a consistent lag of changes in
money was found, the individual lags flué—
tuated widely around the average values.

4. Even though the study covered a period of
over 9 decades, Friedman and ScﬁQartz con-
cluded -that the relation between money
stock and business actiQity had remained
unchanged.

In summary, Friedman and Schwartz concluded that,
not only is there a close relationship between‘money”.
stock and measures of economic activity, but that. the
important influence is from money supply to economic
activity and not the other way round.

The Friedman-Melselman Study

This study was designed to set up a simple test
of the monetarist and Keynesian views by expressing both

in a general framework. The monetarist model was based
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on the quantity theory4equation using income rather than
total transactions.

YP = VIl & o o 6 o6 ¢ o o o (1)
This expression was then transformed into a linear form

YP = @8 4+ VIl o o o o o o o (2)
The monetarist view requires v (demand for money function)
_to be stable overtime. Expression (2) states that the
. level of income depends on the money,subply and since
we wish to see whether changes in the money supply lead
to changes in the level of economic activity, expression
(2) is transformed into differnces with a new constant
term, a1 added,

ANYP = al + 2 .M e e o (3)
The Keynesian view was expressed by the following linear
functions relating income to autonomous changes in
spending.

YP = D + KA o ¢ o o o o o« (4)
Friedman and Meiselman expressed the monetarist and
Keynesian views in a simple one equation model, to
subject each to empirical testing using data covering

“1860-1958 in the United States. They found that changes
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in income could almost be entirely accounted for by
changes in the money supplys

The Friedman~Schwartz, and Friedman-Meiselman
studies precipitated great debate and research into the
economics profession., Criticisms came from such writers
as Minsky (1963), Okun (1963), Crockett (1973),
Wonacott (1984), while other writers as Tobin''(1970),
Geweke (1986), Mansfield (1983) carried .qut researches to
verify the two studies. Minsky (1963) argues that the
Friedman-Schwartz study failed to make a convincing case
for the strong view that monetary changes fully explain
observed business cycles. Similarly, most Keynesians
believe that the lag which Friedman and Schwartz had
discovered was largely the result of comparing the level
of output with thé rate of growth of money supply
(Crockett, 1973:61). Thus they assert that it is a
natural phenomena of any cyclical series that its rate
of growth reaches a peak before its absolute value.
Once it was compared with the level of money stock, the
lag more or less disappears. The Keynesians were aﬁle

to demonstrate that the remaining connection between
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money and national income could be the result of not -
money influencing economic activity but of expanding
economic activity generating a need for additional
money bélances which were created.

Wonpacott (1984) observes that the close relation-
_ship between money and nominal GNP which Friedman and
Meiselman obtain reflects effects of bbth changes. in the
money stock on aggregate demand and changes in the
aggregate demand on money stock. Tobin (1970) accepts
Friedman's view of money causing business cycles but
points out the dangers of accepting timing evidence as
empirical proof of propositions about causations.

Geweke (1986) carried out tests for structural neutrality
of the growth rate in monéy with respect to-the growth

rate of output. Money is neutral when changes in the

money stock lead only to changes in ' the price level, with
no real variables (output, employment and interest rates)
changing (Dornbusch and Fischer, 1984:369). He used the -
annual time series of Friedman and Schwartz. The results

show stfuctural super neutrality of money with respect

to output measures in all periods of the United States
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economic historye.

The analogy that can be drawn so far is that the
monetarist conclusions of Friedman and Schwaftz and
Friedman and Meiselman in the United States are still
controversial. Thus there have been different explana-
tions on the direction of causation between money supply
and GNP, and between money supply and the price level.

_ Sayers (1962) contends that money supply mainly deter-
mihed by bank ddvances starts to increase only after
recovery from a depression has set in, and similarly
money supply begins to contract only after a recession
has begun. Accordingly, he thinks the money supply is
passive in the trade cycle.

.Coghlan (1981), Lee and Jao (1982) assert that there
1s no single unidirectional causality, rather causality
runs in both directions. Thus there is a feedback or a
bidirectional causation between money supply and economic
activity. They interact in mutual causation and effect.
The argument of Furness (1975) is quite remarkable. The
fact that’changes in money supply frequently precede

changes in GNP does not prove that money plays the causa-
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tive role. The truth he believes is that there is often
. some third factor which causes changes in both. Mansfield
(1983) opines that if the economy is at considerably less
than fuil employment, increases in money supply would be
expected to increase real NNP while decreases in money
supply would be expected to reduce real NNP. However,
once full employment is approached, increases in money
supply results in more and more increases in the price
level as distinct from increases in real GNP.

A peculiar method of causation distinct from both
the monetarists and other skeptics was developed by
Chisterinin (1964). He sees an adequate money supply as
a condition of a high level of economic activity. Thus
he believes that any attempt to reduce money supply must
result in unemployed resources and a reduction in national
income. A reduct;on in money supply would reduce total
expenditures, inventories would grow, unemployment would
increase and output falls. These developments breed
pessimism and prompt an incréased demand for liquidity
thus aggravating the fall in aggtegate demand and reducing

the velocity of money supply. The falling price level
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would cause undue hardship among existing debtor groups
and would make potential debtor groups reluctant to
borrow. Thus wage earners. would suf fer immediately‘from
unemployment and lack of income, the nation would suffer
ffom reduction in output. The reduction in income itself
Feduces aggregate demand causing still furthek declines
in income. This was however in respect of the Swedish
economy.

It seems apparent that there is no general theore-
tical consensus on both the‘causality method and the
direction of influence between changes in money stock
and changes 1in £he price level and GNP in all economies.
Thus the direction of influence in develéping economies
like that of Nigeria may be different from those of the
'highly developed economnies.

2.1 THE ROLE OF MONEY SUPPLY IN THE NIGERIAN ECONOMY

There have been in recent times a debate among
economists as to the rble of money supply in the Nigerian
economy. While such writers as Ndekwu (1983), Furness
(1975), Opoh (1982) argue that‘money supply.does not have

any remarkable effect on the level of economic activity,
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the other side holds that the effect of money supply on
the level of economic activity is highly significant
(Okigbo (1981), Akinnifesi and Phillips (1978), Osakwe
(1983), Oke and Nwade (1977)).

Ndekwu (1983) contends that there is no direct con-
nection between a change in price level and a change in
money  supply in Nigeria... The connection between the two
variables is made up by a change in the demand for money.
In other Qords, an increase in the price level will
increase the demand for money and thence the supply of
money. Furness (1975) believes that a third factor such
as Government deficit expenditure causes changes in money
supply and GNP, but since it takes time for the GNP
repercussions to be fully :ealized, whereas the monetary
consequences are immediate, it is not surprising that

increases in money frequently precede those in income.

- Onoh (1982) generalizes his view for all African economies

which he believes are still far from being fully employed. -
Thus he argues that since African economies still depend
to a large extent on advanced economies for their imports

of consumer and capital goods, the domestic prices of
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these goods are more influenced by variations in the
variables of the industrialized economies from where they
are impprted. 1In contrast, Okigbo (1981) and Osakwe
(1983) argue that inflation in Nigeria defined as persis-
tent increase in the general price level results solely
from a sustained expansion of money stock.

Nevertheless, the importance of money and its control
in the nations general economic management has grown over
the years and the responsibility of stabilizing the
economy has fallen more on the nations Central Bank which
has monetary policy as its main tool. Broadly, monetary
policy 1is the management of the expansion and contraction
of the volume of money in circulation for the specific
purpose of achieving certain declared national objectives
(Uzoaga, 1981:161).

The objectiveslof'monetary policy in Nigeria have
slternated between the follewingz

(a) The maintenance of a relative stability of

domestic prices.

(b) The acceleration of the pace of economic

growth.
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(c) The maintenance of a healthy balance of
payment position. We have to examine each
of these policy objectives against the

background of the role assigned to money

supply.

Money Supply and the Stability of Domeétic Prices

The proposition concerning monetary theory of the
price level suggests that unless the stock of money
changes, the general level of prices will not be
influenced by changes in the rate of business investment,
or by changés in Government spending or taxation (Fand,
1970:152). Consequently, inflation and deflation are tg
be seen as monetary phenomena and the money stock as the
‘key policy variable for avoiding inflations and for pre-
venting severe depressions. Thus iﬁ an attempt to con-
trol inflation in Nigeria and ensure a relatlve stability
of domestlc prices, Government policy has cenleredaround
the reduction of the volume of money in circulation. As
a matter of fact, several studies seem to support this
stance (Akinnifesi and Phillips (1978), Osakwe (1983),

Okigbo (1981), Oke and Nwade (1977)).
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Akinnifesi and Phillips observes that the effect of
unprecedented high growth rate of the money stock in
Nigeria has been inflationary, and that a way to curb
the trend effectively is through a rational money supply
process. Thus the immediate issue of interest is how‘
the monetary authorities can effectively regulate the
growth,in the money stock so aé to moderate the growth
rate of domestic prices. Similarly, the analysis Osakwe
1(1983) draws is that a short-run policy designed to con-
trol inflation should take cognisance of the slow and
cumulative impact of changes in money supply on the price
level. Oke and Nwade (1977) warns that unless the growth
rate of money supply is reduced to a level close to the
growth rate of real output, the inflationary pressure
would‘persiste |

It is evident, that there 1s a general agreement
that contraction in the volume of money supply could curb
the inflationary trends, even though it has been realized
that inflation in Nigeria 1s identified with factors

beyond the ordinary money definition.



- 28 =

Money Supply and Economic Growth

A core objective of monetary policy in Nigeria 1is
to ensure sustained economic 'growth. Economic growth
refers to both quantitative and qualitative increases
in the total quantity of goods and services produced in
the economy annually. It implies a higher money income
accompanied by a higher real income. In achieving this
objective, money is seen as a means to an enq and it is
often argued that a tight money policy impedes economic
growth, while an easy money policy accelerates growth.
Increases in money supply are viewed to enhance the over-
all level of economic activity which gives rise to
increases in domestic outputo. Thus monetary policy .
guldelines in Nigeria ensure that adequate credit is made
availablé, especially to the priority sectors of the
economy, in order to increase the supply of goods and
services. Ajayl (1978), however, argues that given the
high marginal propensity to import in Nigeria, and the
limitation of productive investment, expansion aof credit
may not necessarily result in substantial increases in

domestic production. All that may happen is that the
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inc:gases may be used to procure fore;gn goods and ser-
vices.

If the argument of Ajayi is accepted, it therefore
means that government policies of stimulating output by
providing high—-powered money. may be self-defeating.
Moreover, granted the poor investment sensitivity in
Nigeria, suéh money distributing schemes like the Peoples
Bank may not be worthwhile. |

Money Supply and a Healthy Balance of Payments

The focus of monetary policy in Nigeria at times has
been on the defence of the Balance of Payment position.
In such times the "credit restraint policies" were
adopted. Such restraints were assumed necessary since
rapid monetary expansion was identified to be the cause
of drain on fofeign reserves, following increased demand
for.imports due to the increase in purchasing power.
Viewed in this light, the balance of payments in Nigéria
is then seen as a monetary phenomenon. The main idea
being that the money supply process is used as a central
theoretical relationship around'which to org%nize thought

concerning the balance of payment.



In support of this position, Dornsbucﬁ and.Fischer
(1984) argue that it 1is obviously true that for any given
balance of payment deficit, a sufficient contraction of
the money stock will restore external balance. The
reason, they believe, is that, monetary contraction by
raising interest rates and reducing spending, generates
a contraction in economic activity, a decline in income
and therefore a decline in imports. Granted that the
monetary approach to the balance of payments holds, .one
still doubts its applicability in African econaomies.
Flegtwood (1962) opines that since African economies are
all open economies and dependent upon exports and imports,
the monetary approach to the balance of paymeﬁﬁs may be
ineffective. Benneth and Barth (1974) equally believe
that;the role of money in open economies may be substan-
tially different. Nigeria's economy is now identified
as being open (Nwankwo (1985). .

202 EMPIRICAL LITERATURE

A number of studies have investigated the empirical
validity of the assumed causal relationship between money

supply and GNP, and between money supply and the price



level. Such earlier studies by Oke and Nwade (1977),
Driscoll (1981), Ajayi and Ojo .(1981), Saxena and
Srivastava (1969), Kwom and Shriber (1971), Rao (1970Q),
singh (1970), Okigbo (1981) were based on correlation
anaiysise Oke and Nwade (1977) fitted a simple regres-
sion equation of money supply to the price levé;;_ The
regression equation P = 1.21 + 0.063 m, was found to fit
the data such that a W100 million increase in money supply
Qill generate a 6.3 per cent increase in the price level.
This was for the period 1973-1977 in Nigeria.

Similarly, Ajayl and Ojo (1981) studied the rela-
tionship between money supply and income expressed as
Yt = K, * Po Mjpe Using first difference values of the
Equation, they found the money Coefficients to be signi-
ficant at the 5 per cent level. The goodness of fit R2
in all cases was indeed poor. They also carried out a
regreésion of the form P = f(Mt, Miem1s Micon eevas) to
test the relationship between money and prices.. In all
the cases they tested, they found that only about 46 per

cent of variation in prices is explained by varjations in

the money supply. The conclusion they drew is that infla-



tionary'trends in Nigeria cannot be adequately expla;ned
by looking at the money supply alone. Driscoll (1981)
carried out a linedr regression of economic activity 6n
current and lagged values of the monetary agregates.
Using GDP as a proxy for economic activity, regressions
of GDP on the monetary aggregates were run using quarterly
data for South Africa. The result in terms of R2 shows
that changes in the monetary aggregates are good indicators
of changes in.economic activitye. |

Similar studies have been carried out in India
(saxena and Srivastava (1969), Singh (1970), Kwom and
Shirber (1971)). Saxena'and Srivastava studied the
relatiqnship between money supply, output and priéeso
They carried out a regression analysis of output on money
supply and of prices on money supply.  They find that
money supply and output are significantly correlated with
an R2 of 0.76. This implies that an increase in output
is closely linked with an increase 1in money supply. They
also conclude that a rise in money supply causes a rise

in prices. Singh (1970) using data from 1958/59 to 1966/67



regressed money supply on income to obtain an R2 of
0.97, and also regressed income this year, (Yt) on last
year's money supply, (Mt—i) to obtain an R2 of 0.97.
Thus making it obvious that there is a one year lag in
the supply equation, that is, increases in money supply
in Yeart t, affects money income in Yeart t + 1.

The empirical findings reviewed have one major
shoftcoming. The fact that they are only correlation -
measures makes them unacceptable in determining causality
relationships. Correlation measures are merely measures
of Linear associationse.

Granger (1969) developed two methods of investiga-
ting causality relationships among variables, the
econometric model and the cross-spectral method.

The Cross—-Spectral Method

The cross-spectral analysis 1s an application of
fourier analysis to a discrete time series, for it
éttempts to explain the variance of a time series by
decomposing the series intocyclical components and estima-
ting the contribution of sinusoidal waves of differing

frequencies to the total variance. It estimates the rela-
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tionship betwéen frequency components of one series and
the same frequency components of another series. The
coherence of cross-spectral analysis corresponds to the
coefficient of determination,_Rz, in regression analysis,
Thus if the cyclical behaviours of the series are closely
associated, the coherence of the series and the business
A cycie frequency should be significantly different from
Zero. |

Benneth and Barth (1974), Backsdale et al k1975)
employed the cross-séectral methods in testing the
direction of influence between money supply and economic
activity in the United States. The Benneth and Barth
result suggests that fluctuatiéns_in ecaonomic activity
cause fluctuations in money supply. Contrary to their
findings, Backsdaie et al (1975) using the same method
reports that the direction of influence is mainly from
money supply to economic activity measures. The differences
in their findings have been attributed to the method used
in computing their spectral.estimates. While Backsdale
et al employed parzen . Weights, Benneth and Barth used

the Turkey weights.



The Econometric Method

If X causes Y, a regression of Y on past, current
and future values of X should exhibit significant co-
efficients for past and current values but insignificant
coefficients on future values. Again 1f X causes Y, a
regression of X oa past, current and future values of Y
should exhibit ‘significant coefficients on future values
of Y and may or may not exhibit significant coefficients
on present and past values.

In a multivariate case;, the relationship between two
series can be found, once the effect of a third or higher
series has been taken into account.

Sims (1972) applied the econometric method in a
bivariate model. Sims finds in the United States that
causality runs entirely from money supply to GNP without
feedback. Thilis same method has heen applied in some
other developed countries (Goodhart et al (1973), Cassese
and Lothian (1982), sSergant and Wallace (1973), Benneth
and Barth (1974b), Sharpe and Miller (1975)).

In testling the causaiity relationship between money

supply and the economic activity measures in the United



Kingdom, Goodhart et al (1973) finds that future lags of
- GPP on money are almost significant at the 5 per cent
level whereas those of money on GDP are definitely non-
sigﬁificant, but are significant without future lagso.
This suggests an évidence of unidirectional causality
from GDP to'money supply and from money supply to GDP.
The reason they advance for the differenﬁ findings is
that the Uhited Kingdom is a relatively small open
economy which during the test period maintained a regime
of fixed exchange rates. Under such circumstances the
private sector can more easily adjust thelr money holdings
to their incomes by transfers of funds over exchanges,
than in a virtuaily closed economy such as the U.S.
‘(Gdddhart et al, 1973:;417).

In another study, Sergent and Wallace (1973) investi-
gates the direction of causality betwéen money and prices
during periods of hyperinflation for certain European
‘countries using an approach similar to Sims. The results
they find show that inflation strongly influences subse=-
quent rates of money creation, but the influence of money

creation on subsequent rates of inflation is harder to



detect.

Similarly, Cassese and Lothian (1982) employed the
Sims criterion in testing the causality between money and
prices in Canada, France, Germany, Italy, Japan, Nether-
lands, United Kingdom and the United States. They found
that éxcept for France and Italy, a significant effect of
lagged money on prices exists for at least the three
periods. 1In most of the countries, they foﬁnd a more
pervasive influence than in either the French or Italian
case., A significant effect of prices.on money supply
without feedback appeared in Italy and the U.K. in two

instances with M Benneth and Barth (1974b) finds that

o
evidence of feedback exists between the stock of money and
economic activity in Canada. Thus the monetarist view

of the role of money cannot be established in Canada.
However, sharpe and Miller (1975) criticize the

Benneth and Barth (1974b) conclusion. They suggest that
the IMF time series data for Canadian money supply which

Benneth and Barth use is inappropriate for the purposes

of Sims test. They used the IMF end-of-quarter data to
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generate figures for average money supply across each
quarter. Thus applying the Sims test for GNP and the
narrow definition of money supply (M,l)9 they conclude that
ﬁhere exist unidirectional causality ffom M1 to GNP.

It therefore follows that the form and direction of
causality relationship between money supply and economic
activity measures depend on institutional context. Thus
neither the Friedman's conclusion nor the Sims results in
the U.S. is valid for the developing countries.

Ajayi (19835 recognises the fact that reverse causa-
tion may be possible. under which monetary changes play the
role of accommodation. In a. test on the directional
causality between money and prices in Nigeria, between
1961 and 1977, Ajayi reporté that future values of prices
have cqéfficients which are significant in explaining
money supply, and also the future values coefficients of
money supply are also sigrificant in explaining pfice
movements. The coefficients in the latter case are how-
ever much larger than in the first case:. Thus using Sims
interpretat;on of the F . test, he concludes thét causality

is from money to prices.
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This research intends to investigate the causality
direction between money supply and GNP on the one hand,
and the direction of causation between money and prices
on the other hand. We shall employ both definitions of
money supply in the analysis instead of only M1 as Ajayi
did.

2.3 LIMITATION OF PREVIOUS STUDIES .

Most of the studies reviewed have in one way or the
other, made useful contributions to the understanding of
the causal direction of influence between money supply
and economic activity indicators in Nigeria. Nevertheless,
some of the earlier studies were not based on sophisticated
and rigorous tests.

Imputing causality by interpreting the fiuctuations
in the time series as Friedman‘and Schwartz (1963) did
suffers crucially ffom the overlooking of various antici—
pétions which can induce a deceptive statistical lead of
money supply series over the GNP. Moreover, identifying
correlation as causation as most of the authors did may
be misleading. Variables may be correlated ye£ not

causally related. The study by Ajayi (1983) is commend-
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able, but it is necessary to take a broad definition of
money (MZ) rather thap only M, as Ajayl did. This is
moreso since national income has been identified to be
more related with money defined as M2 than when otherwise,

2.4 STATEMENT OF HYPOTHESES

The research is guided by the following hypotheses:
1. Causality is unidirectional from money supply

to GNP.

2, Causality is unidirectional from money supply
to consumer price index.

3. There is reverse unidirectional causation
from consumer price index. to money supply.

4. There is a reverse unidirectional causa£ion
from GNP to money supply.

5. There is a mutual or. bi-directional causa-
tion between money and GNP, and between money

and consumer price index.



CHAPTER THREE

THEORETICAL FRAMEWORK

.Every empirical sthdy rests on a theoretical frame-
work, on a set of tentative hypotheses that the evidence
is designed to test or to adumbrate.

The framework in this analysis is the 'Quantity
theory of money' - a theory that has taken different
forms and traces back to the very beginning of systematic
thinking about economic matters. It has probably been
tested with quantitative data more extensively than any
other set of propositions in formal economics. Nonethe-
less, the quantity theory has been a continual bone of
contention.

Alternative theories relevant to the study, and
which will also be examined include the Keynesian theory,
the monetarist theory and the portfolio approach.

3.1 THE BASIC THEORIES

(I) The Quantity Théory

One of the oldest surviving economic¢ doctrines is
the quantity theory of money, which in its simplest and

crudest form states. that changes in the general level of
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commodity prices are determined primarily by changes iﬁ
the quantity of money.

In the earlier versions of the doctrine, although a
positive relationship between the aggregate money supply
and the general price level was established so that an
increase in the former led to a rise in the latter and
vice versa, the version did not assert that this positive
relatidnship between. money . supply and the price level
was that of proportionality. The early quantity theorists
were aware of the possibility of increases in tﬁe level
of aggregate output over time due to technological
improvements. They also realized that the velocity. of
money would chahge'in some dependable manner in response
to any given change in the quantity of money in circula-
tion (MV) such that an increase in the aggregate money
supply will cause the general price level to rise.

The quantity theory has however heen reformulated.
Essentially the quantity theory is a hypothesis about.
the main cause of changes in the value or'purchasing power
of money. The theory now goes beyond the bare contention

that money governs prices, and includes a set of proposi-
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tions or postulates that supports the contention. The

posﬁulates includes (1) The proportionality of money (M)
and prices (P), (2) The c¢ausal role of money in monetary
transmission mechanisms and (3) The neutrality of moneye.

The Proportionality Postulate

This states that prices will vary in exact propor-
tion to changes in the Quantity of money. In otherwords,
a given percentage chahge in the stock of money will
result in én identical percehtage change in commodity
prices. Associated with the strict classical 'version: of
the Quantity theory, this proposition follows from the
assumption that.people want to haold for transaction pur-
poses a constant quantity of real cash balances %, at
the economys full capacity level of real .output. Because
the cashholders look to £he purchasing power rather than
to the mere money value of their cash balances, the price
level must vary in direct proportion to the nominal money
supply to maintain the real balances intact.

The proportionality postulate implies that the demand

for real cash balances and its counterpart, the circula-

tion velocity are completely stable. It is only if the
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demand for real balances remains unchanged will the pro-
portigplity relationship hold. It follows that the
.strict version of the quantity theory must assume com-
plete stability of the demand for money if it is to pre-
dict that money and prices will show equiproportionate

variations.

?he 9ausa1 Role of Money

This proposition states that the direction of causa-
tion or channel of influence runs from money to prices,
that is, monetary changes precede and cause price level
changes. In this cause and effect relationship, money
is seen as the active variable and the price level as
thé passive or dependent variable.

The lead-lag, cause-effect relationship between
money and prices implies that a change in money initially
creates a disequilibrium between money‘and prices. This
disequilibrium then invokes forces that causes prices to
change. Prices continue to change until proportionality
is restored and equilibrium is eliminated.

For such an adjustment process to occur, there must

be some linkage through which monetary impulses are
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tranamitted to the pricé level. Two main transmission
mechanisms have been identified, namely the (1) Direct
expenditure and (2) The Indirect Interest rate mecha-
nisms.

The direct expenditure mechanism refers to the pro-
cess by which the impact of - monetary changes is
cﬁannelled to the price level via a prior effect on the
demand for goods. The key link in this brocess is the
relationship between the rate of spending on the one hand
and the discrepancy between actual and desired real
balances on the other. Variations in the rate of spending
are seen as the means by which actual real cash balances
are adjusted to the level that people desire to hold.

From a position of long-run equilibrium with the supply of
money equalling the demand for money, let the money supply
rise. In the new situation, actual real balances, %,

held by individuals exceed their desired level that is,
the position maintained before equilibrium was disturbed.
Individuals react to this excess holding of maney

balahées by attempting to run them down by purchasing

goods, consumer durables and financial assets. However,
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someone must hold the increased money balances and so it
is not possible for everyone, simultaneously to spend
their excess holdings. In addition, 6utput is fixed in the
short run and the attempt to purchase more goods, durables
and assets in aggreéate cannot succeed. As a result,
prices rise until the new higher level of nominal balances
is equivalent to the equilibrium level of real balances.
Once prices have risen sufficiently so that desired and
real balances are equal, the pfocess is ended and equili-
brium restored. Prices have risen by the same proportion
as the money supplye.

The Indirect method refers to the process by which
a monetary change influences spending and pri;es indirectly
via its prior effect on the interest rates. This was
suggested by Henry Thorton and later used by Wicksell.
Thorton argues that while the direct mechanism is appro-
priaté for a simple commodity money, a more sophisticated
system in which commercial banks exist infroduces the
rate of interest as a key part of the transmission mecha-
nism.' Thus, in this pfocess, a monetary injection first

causes the pate of interest to fall thereby stimulating
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business investment spending and thus exerting upward.
pressure on prices. More precisely the indirect method
relies on two links (1) The creation of a monetary-
induced gap between the expected rate of profit on
capital investment and the market rate of interest and
(2) an iﬁvestment response to this gap. Both the direct
and indirect mechanisms provide the two main channels
through which the dynamic price adjustment process works.

The Neutrality Postulate

This proposition states that monetary changes exert
no influence on real economic variables, example, total
output, employment, and the product-mix. These variaﬁles,
it is argued, are determined by basic non-monetary con-
ditions such as tastes; technology, resource endowments,
etc. As the quantity of money in no way alters these
fundamental conclusions, it follows that monetary changes
are neutral in their long-run effects on real variables.

Quantity Equations

The quantity theory of money has been stated in
different forms of the equation of_exchange.' The two most

well-known forms of the quantity equation are the cash
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transactions equation of exchange and the cash balances

equation of exchange.

(A) The Transactions Equation

This quantity equation was propounded by Irving

Fisher and is stated as follows: . |
MV = PT « o o o o o o o (1)

or M +Mil=pPr ... (D)
In this version, the elementary event is a transaction,
an exchange in which one economic actor transfers to
another economic actor goods or serviées or securities
and receives a transfer of money in return. The right
hand side of the Equations corresponds to the transfer
-of goods, services and securities; the left hand side, to
the matching transfer of money (Friedman, 1970:196) .

Each transfer of goods, services or securities is
regarded as the product of price and Quantity. The right’
hand side of Equations (1) and (2) is the aggregate of
such payments during some interval with P, a shitably
chosen average of the prices and T, a suitably.chosen
aggregate of the quantifies during that interval, so that

PT is the total nominal value of the payments during the
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interval in question.

Money (M) in the right hand side is treated as a
stock. The weighted Average of these numbers of turn-—
over weighted by the number of currency that turned over
' that number of times is the conceptual Equivalent of Va‘
Thus V and V1 reflect communitys spending habit. " Accord-
ing to Fisher, M cannot change autonomously since. there
is a stable relationship between the primary money, the
bank reserves, and the volume of bank deposits. Under .
these assumptions, Fisher concluded that changes in the .
quantity of money were the exclusive cause of cﬁanges in
the general price level.

(B) 1Income Form of the Quantity Equation

The more recént developments of national or social
accounting haé stressed income transactions rather than
graoss fransactions and has explicitly and satisfactorily
dealt with the conceptual and statistical problems of
distinguishing between changes in prices and changes _in
quéntities. As a result tﬁe quantity equation has more
recently tended to be expressed in terms of income rather

than of transactions. Let Y = nominal national income,
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P = the price index in estimating national income at
constant prices and, Yy = national.income at constant
prices so that, Y.= PY . . . ‘"‘“f-(3)‘
Let M represent the séock of money, but_define V;asvthe
average number of times per unit of time._that the money
stock is used in making.income transactions.. We can then
write the quantity Equation in.income form as, -

MV = Py o.e. o o o.0.e (4) N P
or if it is,desiréd to distinguish cufrrency from deposit
transactions as

MV + M1V1 ‘= Py e ® o o (5)

.In the”transacﬁion version of the”Qﬁahtity Equation, each
'intermediate”transaction - that is, purchase,bymoné enter-
prise from another - is included in the total value of
_the. transaction. .In.the income version, only the net
value added . by each of these transactions is”included,
Clearly, the transactions and income versions.of
the quantity theory involve different conceptions of:the.
role of money (Friedman,. 1970:201). For“the«trénsactions
version, the most important .thing about money is that it

is transferred.' For the income version, the most important
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thing is that it is held.

(C) Cambridge Cash-Balances Approach

The main propelling force behind developing the cash
balances approach was to integrate the theory'of money
with.the theory of value.

According to Alfred Marshal who is. greatly assoclated
with this approach people in a country hold in the form of
currency or 'ready purchasing power! a certain fraction
of their property or wealth., How much money will people
want to hold for this purpose. It has generally been
supposed that the amount bears relation to income, on the
assumption fhat this affects. the volume of potential pur-
chases for which the individual or enterﬁrise wishes to
hold, and the amount of their property. Marshal expressed
it in terms of the following Equations:

M = KY + KlA o o o o o o o s o (B)

where K is the fraction of their money. income and-K1
is the fraction of their total assets expressed in terms
.of money value which people find it worthwhile to keep in

the form of currency. Consequently, the demand for -

money was functionally related only to the level of money
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income.‘reducing. the. above Equation to the simple Equation
M= KY o o oo o o o oo {7)
Since the total énhual money income Y, of the community
is simply the product of the aggregate real income 6r
output, which we may designate as 0 and .price level P,
the above Equation may also be written as,
"M = KPO .« o.a o « o« o o £8)

The Equation has been varidﬁsly written as M = KPY or
as M = KPY or as M = KPT. , However, all these. are
identicél‘since Y = y'= T = aggregate, real income or
output and P = P = price level (Vaish, 1977:56).. .

Thus an increase.inﬂthe supply. .of legal ténder. ought
always, since the eiasticity of demand for legal tender.
is equal to unity, to raise price in the proportion in

.which the supply is increased.

(II) The Monetarist Theori“" e

{
The traditional quantity theory.of money was dis=~

carded by economists following the._ publication in 1936

of Keynes "General Theory of Employment,.Interest and.

Money". Throughout’ the 1930s._and 1940s.the University

of Chicago continued to be one of the few academic centres
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at which the quantity theory was still taught. Economists
at Chicago developed a more subtle and relevant version,
one in which the quantity theory was connected to and
integrated with the general price theory and become a
flexible and sensitive tool for integrating movements in
aggregate economic activity. The foremost exponent
among the Chicago economists is Milton Friedman. Their
theoretical approach insisted that money does matter.
Owing to their insistence on money as unigue, their
approach has been dubbed the "monetarist approach".

Monetarists assume that either the level of transac-
tions (T) or the price level (P) is fixed, so that any
impulse from the left hand side of Equation MV = PT, is
reflected in movements in both prices and transactions.
As a result, money is non-neutral. It does influence
output as well as prices, alfhough output may have a
- tendency to move around its natural level and so be
stable in long run equilibrium.

In the modern quantity theory of money, money is
regarded as an asset among‘many other assets that are-

held because of the services they provide. Friedman



- 54 =

M
regarded the amount of real cash balance (E) as a com-
modity which is demanded because it yields services to
the person who holds it. Thus money is an asset or

capital good.

Friedman gave the demand function for money for an

individual wealth holder as

I.dp
Pud,,

In the above Equation, M is the total stock of money

M = F(Y,P,rb,re, W)

demand. Y is the permanent income, P represents the
price level, rb and re are the ylelds on bonds and
equities respectively while % o %% is the expected rate
of change of prices of good. W 1s for the ratio of
human.to non-human wealthoe.

According to Friedmén, a change in'the supply of
“money will lead‘to"a proportionate change in the price
level. Producers will respond to the increasing price
level and demand by raising the rate of production of
goods and services. Thus output will increase and level
qf income will rise.

However, the various channels of influénce are

specified, monetary forces will always have a crucial,
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though complex role in the determination of nominal income
in the monetarist thought. Friedman (1970) has said that
a changé in the rate of monetary growth will be followed
by a change in the level of output, about 6 to 9 months
later and the rate of inflation 6 to 7. months after that.
The length of these lags is uncertain and of course, they
vary considerably across countries and time periods,
reflecting the time involved for the various transmission
mechanisms to operate.

Friedman's view 1s based on part of his caréful
studies in which he was_ able to relate the booms and
recessions of U.S. economic history to the behaviour of
money stock. In general it appeared that an increase of
the growth rate of money produced booms and inflation and
decreases in the money stock produced recessions and some-
times deflations.

(III) The Keynesian Approach

This approach explains an alternative mechanism of
the causal role of money in economic activity. .The
analysis of the role of money in the Keynesian system

should begin with the quantity theory equation itself.
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The Keynesian attack on the assumption made in the
classical theory was severe. Firstly, real world
experience showed that full emplgyment was not the
natural equilibrium state of an economic system; T was

" not fixed. 1In addition, Keynes noted the relative
inflexibility of prices (P) particularly in the downward
direction. Any monetary impulse from the left hand side
of the Equation (MV) will change T primarily and will
affect P should the special case Of full employment
exist. This analysis rejects the classical results of
the neutrality of money and the proportionality of
changes in money and prices.

Keynes rejected the naive direct mechanism of the
classical school and even doubting the simplicity and-
potency of the classical 1link through inﬁerest rates.,
The basic assumption of Keynesian analysis is the close
substitutability between money and other financial assets
such as treasury‘bills, or other short-term papers. A
small rise in the rate of inferest on such assets, would
cause investors to move out of them into money. The

elasticity of demand for money with respect to interest
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fates on liquid assets was therefore highe.

The Keynesian transmission mechanism rejects any
direct effects on income or wealth implicit in certain
versions of the quantity theory. Keynes said that an
increase in the quantity of money, would have no effect
whatsoever on prices, as long as there is unemployment,
and that employment would increase in exact proportion
to any increase in effective demand brought about by
the increase in the quantity of money. Keynes reformu-
lated quantity theory of money emphasised that increases
in the quantity of money will cause prices to rise when
the level of fuli employment is reached and not before
then. Thus money qnly affects the economy through
substitution among financial or real assets dependent
on the interest rate movements generated by the monetary
change.

To Keynes, an increase in the quantity of money
will first register an impact on the rate of interest
which will tend to fall. With the marginal efficiency
of capital (MEC) given a fall in the rate of interest

will tend to increase the volume of investment. Working
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through the multiplier effect, the increased investment
will raise effective demand, thereby increasing income,
output and employment. The conclusion that emerges from
Keynes analysis is that a monetary expansion only affects
the level of income and economic activity indirectly.

(IV) The Portfolio Balance Approach

In the portfolio approach, interest rates are used
to explain the demand for money and other substitutes.
The interest rates are also directly and primarily
affected by a change in the éuantity of money supply.
A change in the quantity of money will lead to excessive
holding of money, in relation to other forms of wealth.
The excess balances will be exchanged for other substitu-
table assets. The prices of the money substitutable
assets will rise in the process causiné a fall in interest

rates. The individual as well as the community's com— - &Om“a”W7
’ <

position of assets will be affected. Consumptioniex en

T
X
ditures will also be affected. This fall in interesLm

<3

rates also affects investment decisions. Thus a decline,
in interest rates of say, financial assets will cause the

public to decrease its holdings of them while increasing
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the demand for, fof example real capital. In the pro-
cess, a rise iﬁ_the prices of real capital goods will
occur and this will lead to a fall in their rate of
return.

As 1is usually the case, the higher price of capital
goods will cause an increase in their production since
it is now profitable. Consumption and investment expen-
ditures will be stimulated and both will work through the

multiplier and lead to an increase in income level.



CHAPTER FOUR

METHODOLOGY

The methodology adopted in this research is mainly
ecdnometric. This is understandable since econometric
models are best suitable for testing the specific hypo-
thesis about the nature of any economic relationship.
The models are specified as follows:

4.1 THE BASIC MODELS

Apart from the Sims test which is employed in this
research, there are other available alternative econo-
metric methods. 'These methods are essentially designed
to detect the existence of leads and lags between time
series. They are discussed below.

(a) The Granger Test

The Granger (1969) procedures apply to stationary
time series with zero means apd relate linearly one series
(Xt) to another (Yt). The power cross spectrum Cr (W),
in the bivariate case is first obtained and the coherence
and phase functioﬁs are then computed. Cr (W) can be
dgcomposed into the sum of causality components (example,
X

oY and Y 0X). In the multivariate case, the relation-

t t
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ship between two series can be found, once the effect of
a third or higher éeries has been taken into account.
When causality exists, the causality coherence measures
its strength. Consider the general model of causality
involving Xt and Yt’

X, + b Y, =~j£1 a X g *j’;&1 by Y, j + &, cecees (1)

Yt + CO xt =J=% CJXt—"J <+ J%’l dJ Yt—J + Ut e ®eo0o0 (2)

The disturbances it and Uy

series with zero means. The model (1) and (2) constitutes

are uncorrelated independent

a theoretical model of instantaneous causality. It
reduces to a simple causal model when bo = C_ =0

(Granger 1969:42).

Y, is sa}d to cause X, (Yt~——§axt) if b = 0, and Xy
is said to cause Y, (X,—=Y,) if C_ = 0.

t t t o)
If both the above conditions occur, i.e. Yt—€7.xt'and

Xt—fa Yt’ feedback is saild to take place.

In summary, the Granger (1969) version of causality
is, variable X causes variable Y if the current innova-
tions in Y can be better predicted from the past innova-

tions of X and Y together than from past innovations of
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Y alone. Clearly causality is being ascribed when there
is a consistent correlation between a past event and a
current event. In other words, the absence of correla-
tion between past values of one variable X and that part
of another variable Y which cannot be predicted from Y's
‘own past, implies absence of causal influence from X to Y.
The problem with the Granger test is that since it
applies to stationery time series with zero means, its
application to raw (i.e. unfiltered or undifferenced)
time series which are frequently monotonically increasing
and thus non-stationary may be inappropriate. (Allap and
Hoa, 1981:27). Evidence of inappropfiate application of
the Grangers test is the presence of non—indebendent or
non-white noise residuals in the estimated Equations.
A white noise 1s actually a serially uncorrelated process.
To obtain independent or white noise residuals, numerous
pre-whitening procedures have sometimés been employed
to transform economic time series. |
Tobin (1970) criticises the Granger's test by saying
that the sequence may sometimes be confused with con-

sequence. This difficulty is avolded in informal causa-
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lity tests by the removal of the systematic or deter-
ministic components.

(b) The Direct Method

This is a procedure not actually suggestéd but
implicitly contained in Granger's (1969) paper. It was
developed by Haugh (1976) and applied by Sargent (1976).
It is simply to regress X on its own past values and
adding on the past values of Y, giving directly an
estimate of the first. The possibility that Y causes
X can be examined by testing whether the coefficients
of lagged Y are zero. Within the model framework, it

can be written as Alogxt =P+ iél Ai A 109X _

§' Qi Alog Yt 1

The testable hypothesis is that
k
£ d; =0
ey

This can be done by the utilization of the standard ‘t!
test.
The main caution with this approach is to ensure

that the specification is adequate (Pierce and Haugh,
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1977:288). In other words, care should be taken in
selecting the number . of lags to eliminate possible serial
correlation in errors (Ajayi, 1983:322) .

(c) Causality betection via Cross Correlating Univariate
Residual Series

Haugh (1972) developed an abproach to identify the
degree and direction of association between two con-
variance stationary time series which immediately yields
a causality detection procédure. It‘is distinguished
from the procedure of Sims (1972) by (1) the use of
cross—correlation analysis rather than regression analysis
on the filtered data. (2) the use of separate filters
on X, and Y, to ensure that each is very nearly pre-
whitened and, (3) the empirical determination of these
filters from the particular series réalizations under

study.

4,2 THE CHOICE OF MODEL

The model we applied in this research_is the Sims
causality test model. Its advantage over others not only
rests on its pre-whitening procedure but also on its

requirement of the evaluation of the absolute size as
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well as the patterns of the estimated lag coefficients.

4,3 MODEL SPECIFICATION

Sims (1972) extended the causality test in the con-
text of a bivariate distributed lag model. The test for
unidirectional causality between Y and X, is 'to regress
Y on current, past and future values of X«o.e.... then if
causality runs from X to Y only, future values of X in
the regression should have coefficients ‘insignificantly
different from zero as a group'. |

Thus to test for causality between Y and X, we might

estimate the model

where the first expression on the right hand side repre-
sents the current values of X, the second expression
represents the usual distributed lag of X, in .this case

a finite n-period lag. The third expression on the right
hand side represents a distributed lag of future values
of X. If X affects Y but the causality 1s not reversed,
we would expect the coefficients on the X's to be

statistically insignificant individually as a group.
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In order to apply the Sims test, 'all the variables
were transformed by taking the quasi-second differences
of the natural logarithms of the variables in order to
reduce serial correlation in the residuals. This is so,
since F tests which is applied in the model are highly
sensitive to the presence of autocorrelation in the
residuals. Therefore all variables used in the regres-
sion were measured as natural logaritbms, and pre-
filtered using the filter, 1-1.5L + 0.5625L°, where L
and L2 are the lag operators (Chow, 1987:58). Thus each

lggged variable X_ was replaced. by xt§1;5x + 0.5625%

t t-1 t-2.
This filter approximately flattens the spectral density
of most economic time series, and the hope is that
regression residuals would be. very nearly white noise
with this prefiltering. In applying the Sims test, one
has to specify a priori the length of the leading and
lagging values of the independent variables. |

Four sets of regression will be run in the two cases
for each definition of money. Firstly, the values of

GNP will be regressed on current, 3 pést lags and 3

future values of changes in money supply. Then GNP is
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regressed on current, 3 past lags of money supplys.

Thirdly, money supply is regressed on current, 3 past

lags and 3 future values of GNP while the final set

involves regressing money supply on current and 3 past

lags of GNP. The same process applies to that of money

supply and consumer price index (C.P.I.) . The Linear

Equations will be of the form:

GNP

GNP

C.P.I.

C.P.1I.

‘f(Mi, 3 past lags and 3 future values of Ml)

f(M1,43 past lags of Mi)

f(GNP, 3 past lags and 3 future values Of. GNP)

f (GNP, 3 past lags of GNP)

f(C.P.I, 3 past lags and 3 future values of C.P.I.)
f(C.P.I.,, 3 past lags of CePal.)

= f(M 3 past lags and 3 future values of Mi)

1’

= f(M 3 past lags of Ml)

17

Employing. the alternative definition of money supply,

we have the linear Equations as follows:

GNP

GNP

M

2

]

i

f(Mz, 3 past lags and 3 future values of M2)

f(Mz, 3 past lags of M,)

2
f(GNP, 3 past lags and 3 future values of GNP)

v
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M, = f (GNP, 3 past lags of GNP)

and

M, = £(C.P.I, 3 past lags and 3 future values of C.P.I)
M, = f(CeP.I, 3 past lags of C.P.I)

CePoI ='f(M2, 3 past lags and 3 future values of M2)

CePole= f(M2, 3 past lags of M2)

.It should be noted that two obsefyations were lost
in the transformation of the variables, and an additional
three tfansforméd variables were dropped in order to
éccommodate the three past lags. Each regression Equa-
tion included.aé did Sims (1972) a constant and a trend
variable. Also three seasonal dummies were included in
the regression involving quarﬁerly data to take care of
the various seasons and their effects.

4.4 EVALUATION OF RESULTS

Using Sims (1972) criterion the acceptance that
there is unidirectional causality from M to GNP is only
when futgre values of M in the regression have coef-
ficients insignificantly different from zero as a group.
The reverse.unidirectional causality from GNP to M holds

only when future wvalues of GNP in the regression have
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coefficients insignificantly different from zero. If
the coefficients of the future values of M are significant
in explaining movements in GNP, and similarly future
values of GNP have ;oefficients which are significant
in explaining M, then evidence of causation may be
difficult to determine.

An F-test is employed to determine whether the co-
efficients of thg three future variables as.a group are
insignificantly different.from zero as independent

variables. The F is calculated as follows (Chow, 1987:58),

p = (RSS, = RSS )/(df,-df )
RSS,/df,
p = (RSSy = RSs;)/(df, - df,)

RSS3/df3

where RSSi, RS5,, RSS3, RSS, are the Residual sum of
squares (1,2,3,4) for thé four linear Equations of GNP
and M. dfl’ dfz, df3, df4 are the respective degrees
of freedom. A similar exercise is carried out for the
four linear equations of M and C.P.I.

Decision Rule,

If F .
' = f(k-l)(n-l), 0.05 we reject the hypo-

thesis, otherwise we accept it.



Sims (1972) has qualif
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ied the interpretation of the

F-test to some extent in two ways:

1. Even if the F-test indicates that the

future coefficients are insignificant and

unidirectional causality is possible, if

the coefficients of the future variables are

large or larger than the coefficients on past

variables, then bi-directional causality may be

important.

2. If the F~test shows that the future co-

efficients are‘statistically significant,

they may still be

ignored if small in value

when compared to the coefficients on the

past variables.
Apart from the F-test,
R2 for testing the goodness
testing the significance of

Durbin Watson 'd' statistic

other tests include the
of fit, the t-test for
each regression coefficients,

for testing the randomness

of the residuals. Also, tests are conducted to ensure

that the assumptions of the

OLS are fulfilled. The

~assumptions, among others include, lack of serious



linear correlation between the explanatory variables
and non-autocorrelated errors.

4,5 SHORTCOMINGS OF THE MODEL

The Sims (1972) model. provides the best suitable
statistical method for detecting causality in a bivariate
distributed lag model. However some shortcomings have
been noted about the model. Ne&ertheless, it is still
widely used for causality tests. They are as follows:

(1) The possible existence of a third variable

which, say, affects X more quickly than Y.

In this case the futurevaluesof Y will be
significant when explaining X even though X
and Y may not be causally related. The

fact that the results of a bivariate
causality test may be altered when a third
variable is added is anélagous to the problem
of specification in classical hypothesis
testing (Myatt, 1986:139). |

(1i) A serious difficulty is posed by the existence

of expectations, when factors affecting one

variable say Y, include the expected future



values of the other variable X, yet there is no causal
relationship from X to Y. Sims (1972) has argued that
the existence of expectations is more likély to make a
structd}e where there is one way causality appear as 1if
there is mutual causation, or to make bi-directional
structure appear unidirectional. In the event of expec-
tations being accurate; the future values of X may be
significant when explaining Y owing to the autocorrela-
tion of X.

(iii) The causality model involves a substantial loss
of degrees of freedom because of both the lagging tech-
nique and the sécond—order differencing. |

4.6 DATA NEEDED AND SOURCES

The necessary data for this research include money
supply, both M1 ana M2, GNP at current market prices,
GNP per capita, consumer prices index. Quarterly.time—
series data for the period 1970-1985 were got for money
supply and consumer prices index, while Annual time
series data for the period 1970-1988 were got for GNP

and money supply too. Quarterly time series data would

have been excellent alternatives but because data on
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GNP are given only on annual basis, the annual data are
used in that respect. While we are aware of the
existence of techniques of extrapolating or constructing
quarterly time series from annual ones, we are suspicious
of the appropriateness of such complex techniques in the
present study.

The data will be obtained mainly from CBN Annual
Reports and Statement of Accounts, CBN Economic and
Financial Reviews,.IMF International Financial Statistics

and the World Bank tablese.



CHAPTER FIVE

REGRESSION RESULTS

The results of the regressions specified in 4.2
are presented in this chapter. The estimates are sub-
jected to various statistical tests. On the basis of the
empirical evidence provided by the results, the hypo-
theses of the research are evaluated. 1In the regression
equations with seasonal dummies, the coefficients of
the seasonal dummies are not reported, since in all
cases, they are highly insignificant.

5.1 PRESENTATION OF REGRESSION RESULTS

. The OLS estimates of the key functions specified

in 4.2 are as follows:

(1) Pt = 0.2487 + 0,3305M1t + 0.1624M1t_1
(4.45) (1.85)
+ | 0.1168 Mlt—2 - 0.3771 Mlt-3 + 0.9064 M1t+1
(4.42) (9.41)
- 0.2493 M1t+2 - 0.1330 M1t+3
(2.44) (1.46)

R = 0.65232

Dw

2.80092



(2)

(3)

(4)
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Pt = 0.3046 + 0.2564 Mlt

(3.83)

+

+ 0.1276 M, _, = 0.1424
(2.08) (2.13)

R = 0.,59869

DW = 2.81216

M, = 0.2294 + 0,9625 P +
(3.42)

-'0.1401 P__, - 0.1230
(0.41) (0.36)
003449 Pt+2 + 004424
(1.02) (1.32)

R = 0.58598

DW = 2.73678
Mlt = 009233 + 009714 Pt +

(3.58)

+0.1023 p__, + 0.1303
(0.38) (0.48)

R = 0.55674

DW = 2.73330
P, = 0.2738 + 0.4993 My, +

(3.63)

- 0.9364 M, . - 0,1215
(7.32) (0.81)

- 0.2507 M

2t+3

0.1974 M

1t-1

(1.76)

M

1t-3

0.3303 P
(1.01)

P

t-3

t+3

t=-1

+ 0-3752 P
(1.16)

t+1

0.4364 P
(1.64)

P

0.1067 M,
(0.,78)

M

t-3

2t+

1

t-1

2t-1

-~ 0.1345 W
(0.86)

2t+

2

+ 0.2344 WM.
(1.65)

2t—=2
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R = 0,65220

DW = 2.56741
(6) P, = 0.1706 + 0.3622 M, + 0.4849 M,,
(3.16) (5.27)
+ 0.1936 M, , - 0.9785 M, .
(2.10) (8.78)
R = 0.16277
DW = 2.70763
(7) M, = 0.1922 + 0.6377P_ + 0.2834P, _, + 0.1561P __,
(3.80) (1.46) (0.76)
+ 0.4010p__, + 0.2760P_ ., + 0.3763pP __,
(1.99) - (1.43) (1.88)
+ 0.1114p
(0.56)
R = 0.72570
DW = 2.59061
8 . M = - © L] ®
(8) - M, = 0.1899 + 0.6663P_ + 0 4119p,_, + 0.2712p _,
(3.99) (2.52) (1.65)
+ 0.2598pP__ 4
(1.56)

R = 0.6855

DWw = 2.51133
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(9) Y, = -0.3328 - 0.4786M1t - 0.2618M

(0.68) . (0.33)

1t-1

-=--0.2369["1,_“_'_'2 + 0.2405M1t_3 +_192188M1t+1
(0,96) - (0.49) (1.16)

+ 0.11782M,, , + 1.1219M, 4
(0.195) (1.92)

DW = 2,07340

410) Y, = 0.6902 - 0.2339M

1t = 0.82233M
(0.52) 1t=

(1.76)

1

- 0.5667M,, , = 0,4029M
(1.27 (0.95)

1t=3

R = 0,63446

DW = 2.24637

(11) M = 0.2118 «+ 9.1254Yt + O°5591Yt—

1t , = 0.1726Y __

(0.38) (1.59) (0.48)

2

~ 0.2078Y,_, - 0.7318Y, . + 0.5301Y,
(0.67) (1.87) (1.62)

2

+ 0.5312Y
t+
(1.80)

3

R = 0,93644

DW = 1.43088
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(12) Mlt = 0.3629 + 0°5477Yt + 0.9196Yt_1
(1.69) (2.94)
f O.3485Yt_2 + 002646Yt__3
(1.27) (1.23)
R = 0.79670
DW = 2.11105
(13) .Yt ==0,6687 + O°5251M2t + O.6355M2t_1
(0.46) - (0.46)
+ 0.1136M2t_2 + 041395M2t_3 + 1.4117M2t+1
(0.14) (0.15) (1.05)
+ 0°2152M2t+2 4 009628M2t*3
(0.37) (1.78)
R = 0.,87978
Dw = 2.08375
(14) Yt = 0.8857 - 0.,'1097M2t - 1°2164M2t-1 .
(0.22) . (2.35)
(0.58) (1.58)
R = 0.74323
DW = 2.31780
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(15) M2t = 0.3370 + 0.1929Yt + 003782¥t_1 - 0°3301Yt—2
' (1.06) . (1.95) (1.67)
- O.2337Yt_3 - 0°5796Yt+1 - O.6686Yt+2
(1.37) (2.69)  (3.70)
+ O°4391Yt+3
(2.69)
R = 0.96940
DW = 1.82828
(16) M2t = "001621 + 0.5407Yt + 0.6741Yt-‘1 + 0°1288Yt-’2
-(2,35) (3.02) (0.65)
+ 0.1172Y, 4
(0.76)
R = 0.83666
DW = 2.11184
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TABLE I: SUMMARY OF REGRESSION RESULTS

F R2 . S«E.E. D.F.

3 future) 4.127 0.322 0.0223 39(7)

2o Pt = f(Mlt’ 3 past) 5.866 0.297 0.0227 42(4)
3. Mpy = f(Pt, 3 past,

3 future)_ 2.913 0.225 0.0483 39(7)

4. my, = £(p, 3 past) | 4.716| 0.244 0.0477 | 42(4)
Sef Py = f(MZt’ 3 past,

3 future) 4.124 0.322 0.0223 39(7)

6. P, = f(MZt’ 3 past) 6.313 0.316 0.0224 42(4)
7. Moy = f(Pt’ 3 past,

3 future) 6.198 0.442 0.0287 39(7)

8. M2t = f(Pt, 3 past)]. 9.310 0.419 0.0293 _ 42(4)
9. Y, = f(Mlt’ 3 past,

3 future) 1.881 0.382 0.05173 3(7)

10. Yt ='f(M1t, 3 past) 1.010 0,004 0.06564 6(4)
11.] My = f(Yt, 3 past,

3 future) 3.053 0,589 0.03933 3(7)

12.f M, = f£(Y,, 3 past)| 2.606| 0.391 0.04791f 6(4)




- 81 -

‘No F R SeE.E. | DoF.
13. Y, = f(MZt’ 3 past,

3 future) 1,467 | 0.246 | 0.05709 | -3(7)

14.| Y, = £f(M,, , 3 past) ] 1.851 0.254 | 0.05682 | 6(4)
15, M2t = f(Y,, 3 past,

3 fufure) 6.683| 0.799 { 0.02170 | 3(7)

16+ M, = f(Y_, 3 past)| 3.500| 0.500 | 0.03423| 6(4)

lThe figures in parentheses under the parameter
estimates are the correspondling t-ratios. R, the co-
efficient of correlation measures the degree of associa-
tion of the regressors and the regressand. The Durbin-
Wétson (D.W.) statistic is useful for testing autocorrela-
tion. In the summary table (Table I), the F, is the
variance ratio used to test whether the joint influence
of the regressors on the regressand is statistically
significant. The §2 is the coefficient of multiple
determination adjusted for the degress of freedom. It is
a general indication of the goodness of fit or the

explanatpry power of the Equation. The standard errors

are also given, which will help in determining the degree
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of confidence in the validity of the estimates, and also
in measuring the size of the sampling errors.

In Table I, the relationship involving P and Mi’
shows that the two equations with price (P) as dependent
variable have a higher goodness of fit and also lower
standard errors of estimate than those with M1 as the
dependent variable. As a matter of fact, there is no
general agreement among econometricians as to which of
the two statistical criteria is more important: a high
R2, or a low standard errors of estimate. However,
Koutsoyiannis (1977:97) believes that a high R2 has a
clear merit only when combined with low standard error
of estimate. Thus when a high R2 and low standard errors
are not found comtemporaneously in a particular study,
the researcher should be very careful in his interpreta-
tion and acceptance of results. 1In the regression
Equations involving P and M

the Equations with M, as

27 2
“ the dependent variable have higher goodness of fit than
the Equations with P, as the dependent variable but the

latter have lower standard errors than the former. 1In

the regression Equations involving Y and M the Equations

17
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with M, as the dependent variable have higher goodness

1

of fit, and lower standard errors of estimate than the

Equations with Y, as the dependent varlable. Similarly,

t

in the regressions involving Y and M2, the Equations with

2
lower standard errors than the Equations with Y as the

. M, as dependent variable have higher goodness of fit and

dependent variable.
In general, the regressions using M2_yield somewhat
higher goodness of fit and lower standard errors of

estimate than the regressions using M

1
5.2 STATISTICAL TESTS OF SIGNIFICANCE

Two séts of tests of significance are carried out.

(1) The F-test, to ascertain the joint impact of the
explanatory variables, that is, test of estimators
significance taken jointly.

(2) An P-test is also carried out specifically to test
the significance of the future variables co-
efficients. This is for the causality test as
shown in Table 1I.

In the F-test described in (1) above, the observed

F-ratio, F®, is compared with the theoretical F-ratio,
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i V, = k=1 and
F0005’ which has degrees of freedom 1 1

V2 = n-k, (n is the sample size and k is the total

number of parameters estimated).
The decision rules are:
A. If F* =» FO.OS’ reject.Ho. This implies
that the explanatory variables have a signi-
ficant joint influence on the regreésando

B. If F* ~ F accept H09 This implies

0.05?
that the joint influence of the explanatory
variables on the regressand is not signi-
ficant. The results are shown in Table III.

TABLE IB(TMF—TEST FOR SIGNIFICANCE OF FUTURE VARIABLES

COEFFICIENT - THE CAUSALIT¥ TEST

Causal Pattern Regression Equation F
M1 - P P on M1 0.65
P = 1 M1 on P 1.94
M2 - P P on Mé 0.95
P - 2 M2 on P 1.67
M1 - Y ¥ on M1 8.65
Y -~ M1 M1 on Y 0.87
M2 - Y Y on M2 0.97
Y -~ M2 M2 on Y 13.7
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TABLE III - F-TEST
. Y
Eqne. . . F* Ratio/} Result of
No. Estimated Equation R2 af Petest
3 future) 0.42552 4.13(7,39) >
2 P, = £(M;,, 3 past)| 0.35845 5.87(4,42) s
3 Pt = ot? 3 past, ‘ :
3 future) 0.42537 4.,12(7,39) S
4 P, = £(M,,, 3 past)| 0,37549 6.31(4,42)
5 M f(p_, 3 past,
1t 3 fubare) 0.34337 | 2.91(7,39) sP
6 | My = £(P_, 3 past)| 0.30996 4.71(4,42)
7 My = £(P, 3 past,| 0.52664 6.19(7,39) S
3 future) . Lo
8 My, = £(P _, 3 past)| 0.46997 9.31(4,42) S
9 Yt = L 3 past,
3 future) 0.81449 1.88(7,3) NS
10 Y, = 4¢» 3 past){ 0.40254 1.01(4,6) NS
11 Y, = ot? 3 past,
3 future) 0.77401 1.46(7,3) NS
12° | v, = £(M,,, 3 past)| 0.55239 1.85(6,4) NS
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. 2 F* Ratio/ | Results

Eg?’ Estimated Equation | - R qf of F-test
13 M1t = £f(Y,, 3 past, 3

3 future) 0.87692 3.05(7,3] NS
14 Mlt = f(Yt, 3 past) 0063473 2060(4’61 NS
15. M2t = f(Yt, 3 paSt, .

3 future) 0.,93974 6.68(7,3 NS
16 My, = £(Y,, 3 past)| 0.70000 3.5 (4,6] Ns

Notes: 1. S = Significant (Reject H_, Accept Hl)
2. NS = Not significant (Accept Hyo
' '~ Reject H,)
3. b = NS at the 0.01 level

5.3 EXAMINATION OF ALGEBRAIC SIGNS OF PARAMETER ESTIMATES
How far do the.directions»of the influences of the
various explapatory variables on the dependent variable
conform with a priori expectations. "Wrong signs are
ugsually warnings of incorrect definitions, specifications
or interpretations (Rao and Miller, 1977:44)". As a
matfer of fact, the Sims test requires the evaluation of
the absolute size as wéllvas the patterns of the estimated
lag coefficients. .In equation (1), the coefficients of
current and past lags are much more significant than the
coefficient of future values. An evaluation of the

coefficients of past lags indicates that for most of the
lags, the net effect on the dependent variable, price,

is positive, while for most of the coefficients on future
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values, it is negative. This conforms with the eXpecté—
tion of unidirectional causality from M1 to the price
level. It is also noticed that the size of the co-
efficients decreases as the lag increases. This is
expected since pfeceding quarterly values of M1 appear
to be more important in explaining price behaviour than
other past values. 1In the reverse causality regression

of M, on P, most of the coefficients on past lags are

1
insignificant and negative while all the coefficients of

future values are much more significant and with positive
signs.

In the regression Equation FS%,. involving P.on M2,
the coefficients of past variables have positive signs
while the coefficients of future variables have negative
signs. This also conforms with the a priori expectation
of causality from M2 to P. On the othe? hand, the
regression Equation invdlving_M2 on P has positive signs
for both the coefficients of past and future values of P.

In Equation (9), where Y has been regressed on Ml’
the coefficients of past variables are insignificant

and most have negative signs whereas the coefficients of
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future variables are more significant and have positive
signs. This is in contrast to a priori expectation that
changes in money supply lead to changes in output. The
reversé causality regression test of M1 on Y shows
negative signs on some of the future values. 1In Equa-
tion 13, where Y was regressed onAM2, all the coefficients

of both past and future values have positive signs.

5.4 TESTS FOR AUTOCORRELATION

In order to ascertain the reliability of the para-
meter estimates, the réalism of the assumptions of non-
autocorrelation are tested. This test is carried out to
ensure that the prefiltering procedure adopted in the
research successfully reduced serial correlation in the
residuals.

Autocorrelation Test Procedure

The theoretical lower and upper limits of the Durbin- .

Watson statistics dL and 4-d, respectively are compared

L
with the observed D.W. statistics, d*. If szi d* £
(4-dL) autocorrelation is not a serious probhlem in the.

Equation. If d* &£ d or d* > (4-d ), there is serious

autocorrelation. 1In this test, the D.W. limits are based
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on a 5 per cent level of significance and k degrees of
freedom, where k is the number of regressors in the
Equation under examination. A limitation in the test is
the fact that values of k given in the dL table stops
only at 5 explanatory variables. However, we developed
a method of estimating the dL values of up to 7-explana—'
tory variables° The method is explained. With n as 39,
the values of dL decreaSes_arithmetically by 0.05 as k
increased. Thus if k is 7, the value of dL becomes

d; (k=5) = 2(0.05)., We are however unable to test for
éutocorrelation in all the regression Equations between
Y and M. This 1s because the sample size n is smaller
than the n, for which the values are presented in the dn
tables. -We are equally aware: of - the arithmetical possi-
bility-of intrapolating the sample size n'to,our required
size in order to obtain Ehe dL values. However, because
of precision, we do not intend to proceed with the

exercise in this circumstance.
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Equation Observed DW Theoretical D.W. Test

No (d») Limits Result
dL 4--dL
1. 2.80 1.12 | - 2.88 FA
20 2.81 1.13 2.87 FA
3; 2.74 1.12 2.88 FA
4, 2,73 1.13 2.87 FA
5e 2.57 1.12 2.88 FA
6. 2.70 1.13 2.87 FA .
7. 2.58 1.12 2,88 FA
8. 2651 1.13 2.87 FA
Note: FA = Free of serious autocorrela-

tion

The results show that the regression Equations are free

of serious autocorrelation.

This implies that the

variances of the parameter estimates calculated on the

assumption of absence of autocorrelation are valid.

Consequently,

the parameter estimates are valid.

the statistical tests of significance of

Rellable interpreta-

tions can therefore be made of the estimates of Sele
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‘565 SUMMARY OF FINDINGS

The empirical results can be summarized as follows:
From the F~tests for significance of the future vari-
ables coefficients presented in table II, the future
coefficiénts in all the regressions of priceson money
supply are insignificantly different from zero as a
group. The reverse causality regression of money supply
on prices had coefficients somewhat significant. How-
ever, Sims (1972:545) has qualified the interpretation
of the F-test to some extent. Even 1f the F-test
indicates that the future coefficients are insignificant
and unidirectional causality is possible, if the co-
efficients of the future variables are as large or larger
than the coefficients on past variables, then bidirec-
tional causality may be important. fn Equation (3)
where M1 has been regressed on P, the coefficients of
future varlables are larger than the coetficlents on

past variables. Also in Equation (7) where M., has been

2
regressed on P, the coefficients on future values are
as large as those on past lags. Thus from the F-test,

and the 5ims qualification of the i'-test, there appears
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to be a little bidirectional causality between money

supply (both M, and M2) and the price level in Nigeria.

1
However, the important influence as shown by the F-test

in table II is from money supply to the price level.

In thé relationship between money supply and GNP,
the F-test presented in table II, shows that future
values of M, have coefficients which are significant as
a group in explaining the Y dependent variable, while
the future Qalues of Y are almost insignificant as a
group in explaining the M1 dependent variable. Turning

to the results for M, and Y, a different empirical

2

result holds. The future values of M2 have coefficients

insignificantly different from zero as a group, while
the future coefficients of Y are highly significant as a

group in explaining the M, dependent variable. It thus

2

appears that from the F-test, causality runs from Y to M1

and also from M, to Y. However, an examination of the
absolute size of the lag coefficients with resbect to
Sims (1972) qualification of the F-test shows‘that while
bidirectional causality may be important in‘the relation-

ship between M1 and Y, it is not fully noticed in the
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‘regressions between M2 and Y.

The empirical evidence indiéates that the direction
of causality between money supply and GNP in Nigeria is
less clear-cut than for example, that which Sims (1973)
found in his examination of the U.S. data. We found for
Nigeria sohe evidence of unidirectional causality running

from M2 to GNP. There is also evidence of unidirectional

causality from GNP to M and some little influence from

1)

M1 to GNP. One would expect M

real output as M2°

, to be as responsive to

5.6 EVALUATION OF WORKING HYPOTHESES

The emplirical evidence from the analysis is used to
evaluate the hypotheses of this study. The first Hypo-
thesis that causality is unidirectional from money supply
to GNP does not have full conclusive evidence ta support
this stance. This is because different empiricél results
are obtained for‘the influence of M1 and M2 on GNP. This
is in contrast to a priori expectation that changes in
money supply, whether defined as M1 or M2 would lead to
changes in GNP.

The second hypothesis that causality is unidirectional
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from money supply to consumer price index (C.P.i.) is
supported by the empirical findings. For both definitions
of money supply, it is clear that cauéation runs from
money supply to the pricg'level. Hypdfhesis three holds
somthat. This 1is because a little influence is found
from the price level to money supply.

Evidence for hypothesis four is as ‘inconclusive as
the evidence for hypothesis one. This is because while
a reverse unidirectional causality exists from GNP to
Mi’ no substantial reverse causation is noticed from
GNP to M2. Hypothesis five also holds somewhaty, A little

bidirectional causation is noticed between money supply

and the price level and also between M1 and GNP.

¢



CHAPTER SIX

IMPLICATIONS OF THE RESULT .

The results of the regression equations discussed
have theoretical, empirical as well as policy implica-
tions. If as the monetarists assert, the money stock
plays the central role in the determination of the level
of economic activity, one would expect the saﬁe results
obtained for the U.S., to hold for developing couhtries
like Nigeria. The fact that, using Nigerian data for
1970-1988, we establish?d a unidirectional causality
from money supply to th; price level, ‘but were unable to
establish a clear—-cut unidirectional causality between
money supply (both My and M2) and GNP warns that one has
to be careful in interpreting the relevance of the mone-

tarist proposition in Nigeria.

61 THEORETICAL AND EMPIRICAL IMPLICATIONS

Ao A Note on the Exogenity of Money Supply

A basic analogy that underlie the concept that money
does matter is the fact that changes in the quantity of
money are capable of being controlled fairly accurately

by deliberate policy (Wonnacott, 1984 :550). Thus

exogenity of money supply ensures that monetary impulses
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are transmitted to economic activity. It is now assumed
invalid for a number of reasons to believe that money
supply is exogenously determined in Nigeria. Such writers
as Ajayi (1978) and Okah (1985) argue that money supply
in Nigeria cannot be directly controlled by the monetary
authorities. Rather, changes in money éupply is a result
of the portfolio decisions of the non-bank public, the
commercial banks and the central monetary authorities.
Coghlan (1981) believes that if money supply is endo-
"genously determined, attempts to identify unidirectional
causality between money and nominal income may be
unrealistic. This is because if the supp;y of money 1is
endogenously determined, it operates as a channel through
which the separate influences on the money supply work
through their way to the economy.

B. An Explanation for Statistically Significant but
Wrongly Signed Regressor Coefficient

A common cause of worry in empirical research 1s the
appearance of ‘'wrongly' signed coefficients in regres-
sion models. Rao and Miller (1971:46) argue that in
every empirical research "when the coefficient is signi;

ficantly different from zero and has the wrong sign, then
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some aspect of the problem has not been unvieled". Such

a wrong sign, they believe, may be a warning of incorrect
definitions, specifications or interpretations. Nwankwo
(1985:106) attributes it to the "misconception of an
explanatory macrovariable as influencing a dependent
variable in a particular direction, whereas such an
explanatory macrovariable is actually made up'of components
which influence the dependent variable in opposing direc-
tions. Soludo (1987:152) adds that at times, the hetero-
genous composition of the dependent variable ratherxr than
the explanatory variable could be the source of the
problem. In such an instance, the dependent variable 1is
made up of components that are’fuﬁctionally related to

the given macro explanatory variable in opposing directions.
and M, on GNP

1 2

assumes that all components of M1 or M2 as the explanatory

-variable influence GNP, or in the reverée sense, that all

In our case, the regression of M

components of GNP as the explanatory variable influence

M1 or Mzo This is erroneous. For instance M1 includes

currency outside banks plus privately held demand deposits

while M, includes in addition to M

> the sum of savings

11
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and time deposits in the commercial banks. These are
all components of money supply which may individually
influence the dependent variable in opposite directions.

C. The Influence of the Structure of the Economy

Vaish (1977:357) conveys the idea that the main-
tenance of domestic price stability and a fixed realistic
foreign exchange rate is a most important pre-requisite
for money supply to achieve maximum rate of sustained
economic growth in developing countries. This is bécause
rapidly rising prices and frequently fluctuating foreign
exchange rate will seriously hamper the rate of sustained
economic growth by retarding the process of capital
accumulation by discouraging domestic savings, by impeding
the net inflow of foreign capital for productive purposes,
and by making it difficult to allocate the scarce resources
optimally. Also, an increase in money supply under the
flexible exchange rates could bring about rise of the
price level. 1t also lowers the rate of interest ceteris
paribus, the lower the rate of interest, the more capital
leaks out. Such an outflow will not only deteriorate the

exchange rate but will also reduce the domestic sector

output.
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6.2 POLICY IMPLICATIONS

Ao The Money -~ Price Linkage

This study indicates that changes in the price level
in Nigeria are to an extent caused by changes in money
supply. It may thus be seen that a way to curb the
inflationary trend in Nigeria effectively 1is through a
rational supply of money process. As Osakwe (1983) puts
it succintly, "a short run policy designed to.control
inflation should take cognisance of the élow and cumula-
tive impact of changes in money supply on the price level.
It is necessary to point out that inflation in Nigeria
should be attributed to other factors beyond the money .
definition. The empirical results shows that changes 1in
the price level can affect money supply, though the
important influence is from money supply to the price
level. 1t is certainly possible for prices to rise séme-
' what without an increase in the money supply. It is also
possible to have a large increase in money supply with
little or no increase in price. Nevertheless, it may be
difficult to envisage a really large-scale inflation

without a substantial increase in money supplye.
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The monetarist policy prescription has always been
that "If price stability is to be maintained, the rate of
monetary expansion must be equal to the rate of growth of
output, assuming that the ratio of income to reél cash
balances is constant overtime. Thus the monetarists are
not worried so long as the quantity of money does not rise
moreirapidly than theufate'of growth of national output.
Oke .and Nwade (1977) recognise this idea and warn that
unless the growth rate of money supply in Nigeria is
reduced to a level close to the growth rate of real output,
the inflationary pressure would persist.

While it is necessary to manipulate money supply to
achievé price stability, what one may not completely
recommend is tﬁe idea of rigid adherence to quantitative
targets for the growth rate of money supply in order to
achieve an equilibrium with gutput growth. Such targets
may be a source of chronic ihstability for domestic
financial markets and may damage industrial confidence.

Be The Money - GNP Linkage

The results of this study show that the relationship

between money supply and GNP in Nigerla is a particular)y
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complex one. In some cases within the data period, GNP
influenced money supply (Ml) and in other cases, money.
supply (M2) influenced GNP. Also a little influence is
found from M,l to GNP. The result does not completely
cast doubt on the role of monetary policy in promoting
sustained economic growth in the economy. In short,
monetary policy can help in promoting economic growth by
creating a favourable environment for savings and invest-
ment and ensuring full use of economy's total productive
resources. However the conduct of monetary policy

aimed at influencing the composition of output in a deve-
loping economy such as Nigeria characterised by struc-
tural disequilibra may be an ardous.task; At times,
money supply movements may have been reversed so quickly
that GNP is virtually unaffected due to the adverse
-effects on the Balance of Payments. At other times the
results that GNP leads money supply are in a large part
explained by the endogenity of the Nigeria money supply.
In this case, money supply adjusts due to changes in the
demand for money,

This study essentlally highlights the fact that in
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an economy characterized by structural rigidities and
such other imperfections relating to both the foreign
exchange management and money supply control, the achieve-

ment of economic growth may be somehow unrealistic.



CHAPTER SEVEN

SUMMARY AND CONCLUSION

This research has been concerned with identifying
the cause-effect and lead-lag relationshipé between
money supply and GNP and between money supply and the
level of prices in Nigeria. It is borne out by the fact
that»monetary policies in Nigeria over the years has
centered around the control of money stock in order to
ensure economic growth and a stable price level. Despite
these attempts, the economy is not yet sound, and infla-
tion is not yet under control. In the light of such
uncanny experiences, we sought to find out whether
indeed, the control of the money stock in a developing.
economy like Nigeria could infact lead to changes in the
output or price level. Speclfically, we sought to pro-
vide empirical insight usiné Nigerian data into the
monetarist y;ew of the role of money in the economy and
in particular, friedman's view of the monetary mechanism.

The review of relevant literature in chapter Ewo
shows that the role money plays in economic activity has
always attracted the attention of economists; But there

. has been sharp disagreements over the nature of this role
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in different countries. While policy makers in Nigeria
seem to accept the monetarist proposition of the role of
money, certain other economists have increasingly come

to ‘argue that money supply does not have any remarkable
effect on the level of economic activity. The\gmpirical
literature shows that none of the earlier studies has-
adequately addressed the problems of this research, Most
of the models appl;ed earlier, are shown to be simple and
incépable of elucidating the-proper problem identified

in the research.

The methodology of the research is econometric,
Apart from the Sims model applied-in the research, we
presentédiqtper econometric moéels capable of detecting
causality,%h’a biva{iate systems A total of sixteen
Equations were spézified and estimated. Money supply
was divided between narfow and broad definitions (M1 and
M2). The Bdgatiohs parameters were specified in cén—
sonance witﬁ the test for cai_lsalitys

The results'of the regressions involving money supplj
and the price level show that while causality may flow

from the price level to money supply, the important
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influence is from money supply to the price level. The
results of the regressions between GNP and money supply
show that while M2 may be causing GNP, GNP on the other
hand influences M1° Also, a little influence is seen
from M, to GNP.

1
The theoretical and policy implications are discussed.
The following arguments have been advanced.

(a) Ppespite the fact that causality runs mainly
from money supply to the price level, it is
certainly possible for prices to rise somewhat
without an increase in the money supply. Thus
pbliciés aimed at fighting inflation should go
beyond the money supply process.

(b) A reason is advanced for the appearance of
statistically qignificant but wrongiy'signed
regressor coefficienﬁ. The 'wrong sign' may
be the misconception of an explanatory variable
as influencing a dependent variable in a
particular direction, whereas such an cxpl&na-
tory macro variable is actually made up of

compongntys which Influence Lthe dependent varla-

ble in opposing directions.
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(c) Certain structural rigidities such as the
level of unemploymént, may drastically affect
the causality influence of money supply on
GNP or the price level.

The research demonstrates the empirical and theore-
tical role of money supply in the Nigerian economy.
Money suppiy being an important tool in the nation's
economic management, the analysis herein does not pro-
vide a complete study of its role. The issueSwfaised
herein provide an agenda for further research. In view of
this, the writer intends to undertake further research
along the followiﬁg lines: disagregating the various
components of money supply and testing the influence of
each on GNP and ithe price level; and the examination of
the application of the quel of this research to other

less developed countries with similar structural rigidities.
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